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Abstract. In this paper, we propose complexity reduction method in stereo
matching. For complexity reduction in video sequences, we start from gener-
ating of initial disparity information. Initial disparity information can give a
restricted disparity search range when performing the local stereo matching. As
an initial disparity information, we use 4 different kinds of input images. The
initial disparity information types can divide into two main streams like ‘cal-
culated’ and ‘given’ materials. Iterative stereo matching method, motion pre-
diction stereo matching method and global matching result based stereo
matching method are used as a ‘calculated’ initial value. Captured by depth
camera image is used as ‘given’ information. By using those 4 different types of
disparity information, we can save the time consuming when performing the
local stereo matching with consecutive image sequences. Results of the exper-
iment prove the efficiency of proposed method. By using proposed local stereo
matching method, we can finish all procedures within a few seconds and con-
serve the quality of disparity images.
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1 Introduction

Binocular disparity is essential concept to interpret the three-dimensionality of human
visual system. Because of the importance of human visual system, jointed two-frame
stereo matching is one of the most considerably studied field in computer vision. Stereo
matching algorithm attempts to generate the depth information from stereo image pairs
captured by stereoscopic camera or multiple cameras. It is also the major concern in a
wide variety of applications such as super multi-view virtual view synthesis, free view
point image and three-dimensional virtual reality. Most stereo matching algorithm can
be roughly classified into two categories: global and local matching methods [1].

Global stereo matching method calculate the matching problem using an energy
function with data and smoothness constraint. To find out the minimized energy value,
generally dynamic programing [2], graph cuts [3] and belief propagation [4] are used.
Global optimization method can considerably reduce the stereo matching ambiguities.
Normally matching ambiguity factors are coming from illumination variation, saturation
region and texture region. Global stereo matching can generate more efficient matching
result than local stereo matching method, because global stereo matching consider all of
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the image conditions. But this method usually has an expensive computation time due to
consideration of all image pixel value for minimization. To reduce the time complexity
many state-of-the-art global stereo matching methods are developed [5].

Local stereo matching basically use the window concept in matching procedure. This
method compute each pixels disparity value independently over the all image region. To
derive the cost function value, the matching costs are aggregated over the window region.
Within the window size, minimal cost value is selected as an output of the associated
pixel. The procedure of local stereo matching method basically depend on the support
window user designated. Generally window size starting from 3×3 to (2n-1) ×(2n-1) size
when ‘n’ is not zero and larger than 2. If the window size is small, then matching result
has a considerably accurate disparity result in edge or boundary region. While per-
forming the matching procedure with large window size, then conversely matching result
has an accurate value on homogeneous region or similar texture region [6].

Our algorithm basically focus on the local stereo matching method due to the
complexity problem in global stereo matching. Generally to solve the complexity
problem when performing the local or global stereo matching, GPU process is normally
used for implementation step [7]. And one of the state-of-the-art local stereo matching,
adaptive supporting-weight (ADSW) [8], could deliver disparity maps close to global
optimization. However, the matching method like ADSW suffer from highly compu-
tational complexity, and the following associated research attempted to accelerate it.
Chang et al. [9] simplify the ADSW by using a hardware implementation. Although the
previous researching for high complexity problem, but they basically use other hard-
ware assistance like using a GPU: CUDA or onboard implementation.

In this paper, we propose a new local stereo matching algorithm in video sequences
which based on the initial disparity information. Different from the previous com-
plexity reduction research, our algorithm provide a significant solution only using a
software method. As an initial disparity information we use 4 different type of disparity
generation method. In consecutive image sequence, between the neighbor image
frames, they has a small disparity differences. Because of that reason from the previous
stereo images matching result information, current frame stereo images just consider
smaller disparity range than previous stereo images disparity range.

To testify proposed algorithm, we use four different computer graphic video
sequences with depth ground truth image that provided by Cambridge computer lab-
oratory. We provide full description of the proposed local stereo matching algorithm in
Sect. 2. In Sect. 3, we discuss about the experiment result of proposed algorithm. In
experiment result we provide a 4 different test sequences matching results and compare
the matching results with given depth ground truth image for efficiency. After showing
the experiment results with analysis of time complexity, we conclude this paper in
Sect. 4.

2 Temporal Domain Stereo Matching

In this section, we will discuss about temporal domain local stereo matching method
for time complexity reduction. The proposed temporal domain stereo matching
methods can divide into two main idea. Firstly we use general stereo matching method
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for initial disparity information which comes from the first frame image pairs. And the
other method use given depth information which captured by ToF depth camera or
Kinect depth camera etc. Because we basically use general local stereo matching
method for several proposed method, we will briefly explain about that method.

2.1 Local Stereo Matching

Generally used local stereo matching method basically use pre-designated window size.
The basic local stereo matching use restricted disparity search range. To find out the
most similar pixel value between image pairs, local stereo matching restrict the dis-
parity search range. Figure 1 show general local stereo matching procedure.

In Fig. 1, each consecutive image frame pairs has different disparity result. But
between that results it just has small different disparity value. We focus on that point
and will apply this properties in temporal domain stereo matching method.

2.2 Iterative Stereo Matching

Among the consecutive image frames, disparity value has small difference between
closest neighbor image frames. As stated in previous section we use this properties in
iterative stereo matching method procedure. Iterative stereo matching method consider
temporal domain disparity information differences. But this method need only one time
general local stereo matching method on the beginning. Because as an initial disparity
information we need initial stereo image matching result. Figure 2 represent the iter-
ative stereo matching procedure.

In iterative stereo matching method, initially generated disparity information
‘Disparity (0)’ used for following image pairs stereo matching procedure. As men-
tioned in previous section, we use following image pair disparity result value and
previous disparity result value differences. In this paper we apply smallest disparity
searching range with difference of adding disparity sign. As represented in Fig. 2,
following image pair disparity result has similar to previous frame image pair result.
Iterative stereo matching method continuously used in video sequences, from frame
(1) pair, frame (2) pair to frame (n) pair.

Fig. 1. General stereo matching procedure
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Based on the properties of previous and current disparity value differences, Eq. 1
can be derived.

Mindisparity ¼ disppre � n

Maxdisparity ¼ disppre þ n
ð1Þ

In Eq. 1 value n represent the disparity search range differences in following frame
image pair stereo matching procedure. And disppre mean previous image pair disparity
result value. When generate disparity result using image pair, disparity search range has
to be defined before starting that procedure. If we use original minimum and maximum
disparity range, then it will take amount of time consuming compare to restricted
disparity search range. Because of that reason we propose iterative stereo matching method
to solve time complexity problem. When we apply iterative stereo matching method, we
can more efficiently compute the disparity value than general stereo matching method.
Even we diminish the disparity search range, iterative stereo matching method can con-
sider the significant disparity search range while performing the stereo matching.

2.3 Motion Prediction Stereo Matching

In consecutive image sequences, following frame like ‘Left (0)’ and ‘Left (1)’ has a
small difference between that frames. Even human eyes hardly perceive the difference
of two images, but it has a difference value in terms of image pixels. Considering
motion flow for stereo matching research has been actively performed [10, 11]. In
previous works about motion prediction, proximity and similarity have been considered
in the computation of image disparity map. However, that information insufficient for
video disparity estimation because motion cues are very important for accurate dis-
parity calculation near edge of moving objects. We include motion flow to compute
disparity value more clearly in objects edge or moving area. Figure 3 indicate that
stereo matching procedure with considering motion flow in consecutive image frames.

In Fig. 3, Moving difference represent difference of following image frames dif-
ference result. Comparing to iterative stereo matching method, motion prediction stereo
matching method added motion information. But when compute motion information, it

Fig. 2. Iterative stereo matching procedure
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has different result depending on threshold value to determine 0 and 255 pixel value.
Equation 2 represent the motion difference determining method.

Colordiff � th diffmap ¼ 255

Colordiff\th diffmap ¼ 0
ð2Þ

If difference of following image value is bigger than threshold value then Moving
difference has 255 pixel value, otherwise it has 0 pixel value. So pre-determined
threshold value effect on motion estimation result. Figure 4 show different result of
motion estimation of consecutive image frames.

Indicated in Fig. 4, as the threshold value is increased, the motion estimation results
change into blurred image. Because we focusing on the object moving area or
boundary region, texture region and inside of object information is unnecessary. In this
paper we use fixed threshold value 6. If we use bigger threshold value, then object
boundary region will be removed. Then it will spoil the stereo matching result.

The main framework same as iterative stereo matching, but to accurately compute
the object boundary or moving region we use motion prediction stereo matching
method. Comparing to time consuming of iterative stereo matching method, it will
takes more time because of the motion predicted region. During the stereo matching,

Fig. 3. Motion prediction stereo matching procedure

Fig. 4. Difference of motion estimation result for threshold value
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window face to prediction region, then it have to search for original minimum and
maximum disparity range. As a result of that we can get more accurate disparity
information.

2.4 Global Matching Based Stereo Matching

As mentioned in introduction, global stereo matching has better result than local stereo
matching. So we use global stereo matching information as an initial value [12]. Global
stereo matching result has more accurate disparity value compare to previous initial
information, consecutive frame stereo matching result also more accurate than previous
one. Figure 5 represent the global matching based stereo matching method.

Likewise previously explained proposed method it has same framework, but only
initial value is different as a global matching result.

2.5 Given Depth Based Stereo Matching

To generate depth information directly from the object, usually ToF depth camera and
Kinect depth camera are used. If we use captured depth image, then it need to change
depth value into disparity value with considering the Eq. 3.

Znear ¼ f � l
dmax þ Dd0

Zfar ¼ f � l
dmin þ Dd

ð3Þ

In Eq. 3, f is focal length of camera and l represent the base line of cameras. And
also we already know the Znear and Zfar value, so apply those parameter value in Eq. 3,
then disparity minimum and maximum values can easily derived.

In this paper we use given computer graphics depth ground truth value, so we don’t
need to compute depth information to disparity value changing procedure. As like the
iterative stereo matching method in Fig. 2, it also has same framework. But as an initial
value it use given depth information, like a captured depth image or computer graphics
ground truth image.

Fig. 5. Global matching based stereo matching procedure
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3 Experiment Results

We testify our proposed stereo matching method using computer graphic sequences
provided by Cambridge computer laboratory. Test platform is a PC with Core(TM)
i7-5960X 3.00 GHz CPU and 32.0 GB memory. And we use 4 different video sequence
as indicated in Fig. 6: (a) book, (b) street, (c) tanks and (d) temple.

All of the test sequences has same resolution as 400×300 and also depth ground
truth image has same resolution. Figure 7 show provided depth ground truth images.

To compare disparity result image and depth ground truth image, we use bad pixel
rate (BPR). If difference of computed disparity value and depth ground truth value is
bigger than 1, then we determine that pixel as bad pixel. And also to verify the
efficiency of our algorithm compare processing time for each proposed method with
general local stereo matching method.

As represented in Table 1, temporal domain information based stereo matching is
10 % faster than general stereo matching method.

Figure 8 represent bad pixel rate comparison results for each test sequences. Except
for test sequence ‘Street’, other test sequences has highest bad pixel rate when we use
plus/minus 3 disparity search range. And stereo matching result with original minimum
and maximum disparity search range has similar bad pixel rate even the frame numbers
increase.

Fig. 6. Test video sequences

Fig. 7. Depth ground truth images for each test sequences
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Proposed stereo matching results are represented in Fig. 9. When we use global
matching method and given depth image as a base information, matching results has
better quality than other matching methods.

Fig. 8. BPR test for each test sequences

Table 1. Temporal domain stereo matching methods time comparison

Matching method Disparity range
Min/Max ±3 ±5 ±7

General 21.76(sec) – – –

Iterative – 2.43(sec) 3.77(sec) 5.12(sec)
Prediction – 3.17(sec) 4.45(sec) 5.76(sec)
Global – 2.09(sec) 3.50(sec) 4.86(sec)
Given – 2.10(sec) 3.47(sec) 4.84(sec)
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4 Conclusion

In this paper we propose local stereo matching method in video sequences for reducing
time complexity. Iterative matching, motion prediction and global matching method
need 1 time general stereo matching procedure. And given depth based method directly
use the temporal domain information for local stereo matching. From the experiment
result we can check that proposed method is 10 % faster than general local stereo
matching and wide disparity search matching has better BPR value. General local
stereo matching has similar BPR value over the frame number, but proposed methods
BPR values are decreased. From that result we need to refresh the reference disparity
image by using minimum/maximum disparity range. We will research about that kind
of problem to prevent the error propagation.
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